An Integrated Approach to Uncover Drivers of Cancer
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SUMMARY

Systematic characterization of cancer genomes has revealed a staggering number of diverse aberrations that differ among individuals, such that the functional importance and physiological impact of most tumor genetic alterations remain poorly defined. We developed a computational framework that integrates chromosomal copy number and gene expression data for detecting aberrations that promote cancer progression. We demonstrate the utility of this framework using a melanoma data set. Our analysis correctly identified known drivers of melanoma and connected them to many of their gene expression measurements. Our method identified known drivers of melanoma and accurately predicted multiple tumor dependencies. Two dependencies, TBC1D16 and RAB27A, confirmed empirically, suggest that abnormal regulation of protein trafficking contributes to proliferation in melanoma. Together, these results demonstrate the ability of integrative Bayesian approaches to identify candidate drivers with biological, and possibly therapeutic, importance in cancer.

INTRODUCTION

Large-scale initiatives to map chromosomal aberrations, mutations, and gene expression have revealed a highly complex assortment of genetic and transcriptional changes within individual tumors. For example, copy number aberrations (CNAs) occur frequently in cancer due to genomic instability. Genomic data have been collected for thousands of tumors at high resolution using array comparative genomic hybridization (aCGH) (Pinkel et al., 1998), high-density single-nucleotide polymorphism (SNP) microarrays (Beroukhim et al., 2010; Lin et al., 2008), and massively parallel sequencing (Pleasance et al., 2010). Although multiple new genes have been implicated in cancer through sequencing and CNA analysis (Garraway et al., 2005), these studies have also revealed enormous diversity in genomic aberrations in tumors among individuals. Each tumor is unique and typically harbors a large number of genetic lesions, of which only a few drive proliferation and metastasis. Thus, identifying driver mutations (genetic changes that promote cancer progression) and distinguishing them from passengers (those with no selective advantage) has emerged as a major challenge in the genomic characterization of cancer.

The most widely used approaches are based on the frequency that an aberration occurs: if a mutation provides a fitness advantage in a given tumor type, its persistence will be favored, and it is likely to be found in multiple tumors. For example, GISTIC identifies regions of the genome that are aberrant more often than would be expected by chance and has been used to analyze a number of cancers (Beroukhim et al., 2007, 2009; Lin et al., 2008). However, there are limitations to analytical approaches based on CNA data alone: CNA regions are typically large and contain many genes, most of which are passengers that are indistinguishable in copy number from the drivers. CNA data have statistical power to detect only the most frequently recurring drivers above the large number of unrelated chromosomal aberrations that are typical in cancer. Finally, these approaches rarely elucidate the functional importance or physiological impact of the genetic alteration on the tumor. These limitations highlight the need for new approaches that can integrate additional data to identify drivers of cancer. Gene expression is readily available for many tumors, but how best to combine it with information on CNA is not obvious.

We postulate that driver mutations coincide with a “genomic footprint” in the form of a gene expression signature. We developed an algorithm that integrates chromosomal copy number and gene expression data to find these signatures and identify likely driver genes located in regions that are amplified or deleted in tumors. Each potential driver gene is altered in some, but not all, tumors and, when altered, is considered likely to play a contributing role in tumorigenesis. Unique to our approach, each driver is associated with a gene module, which is assumed to be altered by the driver. We sometimes gain insight into the likely role of a candidate driver based on the annotation of the genes in the associated module. We demonstrate the utility of our method using a data set (Lin et al., 2008) that includes paired measurements of gene expression and copy number from 62 melanoma samples. Our analysis correctly identified known drivers of melanoma and connected them to many of their effects.
targets and biological functions. In addition, it predicted novel melanoma tumor dependencies, two of which, TBC1D16 and RAB27A, were confirmed experimentally. Both of these genes are involved in the regulation of vesicular trafficking, which highlights this process as important for proliferation in melanoma.

RESULTS

The Genomic Signature of a Driver

We define a “driver mutation” to be a genetic alteration that provides the tumor cell with a growth advantage during carcinogenesis or tumor progression (Stratton et al., 2009). We reasoned that driver mutations might leave a genomic “footprint” that can assist in distinguishing between driver and passenger mutations based on the following assumptions: (1) a driver mutation should occur in multiple tumors more often than would be expected by chance (Figure 1A); (2) a driver mutation may be associated (correlated) with the expression of a group of genes that form a “module” (Figure 1B); (3) copy number aberrations often influence the expression of genes in the module via changes in expression of the driver (Figure 1C).

Driver mutations are frequently associated with the abnormal regulation of processes such as proliferation, differentiation, motility, and invasion. Given that many cancer phenotypes are reflected in coordinated differences in the expression of multiple genes (a module) (Golub et al., 1999; Segal et al., 2004), a driver mutation might be associated with a characteristic gene expression signature or other phenotypic output representing a group of genes whose expression is modulated by the driver. In addition, CNAs do not typically alter the coding sequence of the driver and so are expected to influence cellular phenotype via changes in the driver’s expression. In consequence, changes in expression of the driver are important, so approaches that measure association between the expression of a candidate driver (as opposed to its copy number) and that of the genes in the corresponding module are likely to promote the identification of drivers.

Gene expression is particularly useful for identifying candidate drivers within large amplified or deleted regions of a chromosome: whereas genes located in a region of genomic copy gain/loss are indistinguishable in copy number, expression permits the ranking of genes based on how well they correspond with the phenotype (Figure 1D). CNA data aids in determining the direction of influence, which cannot be derived based on correlation in gene expression alone (Figure 3A). This permits an unbiased approach for identifying candidate drivers from any functional family, beyond transcription factors or signaling proteins.

A Bayesian Network-Based Algorithm to Identify Driver Genes

We developed a computational algorithm, copy number and expression in cancer (CONEXIC), that integrates matched copy
number (amplifications and deletions) and gene expression data from tumor samples to identify driver mutations and the processes that they influence. CONEXIC is inspired by Module Networks (Segal et al., 2003) but has been augmented by a number of critical modifications that make it suitable for identifying drivers (see Extended Experimental Procedures available online). CONEXIC uses a score-guided search to identify the combination of modulators that best explains the behavior of a gene expression module across tumor samples and searches for those with the highest score within the amplified or deleted regions (Extended Experimental Procedures and Figure S1).

The resulting output is a ranked list of high-scoring modulators that both correlate with differences in gene expression modules across samples and are located in amplified or deleted regions in a significant number of these samples. The fact that the modulators are amplified or deleted indicates that they are likely to control the expression of the genes in the corresponding modules (see Figure 3). Because the modulators are amplified or deleted in a significant number of tumors, it is reasonable to assume that expression of the modulator (altered by copy number) contributes a fitness advantage to the tumor. Therefore, the modulators likely include genes whose alteration provides a fitness advantage to the tumor.

### Identifying Candidate Driver Genes in Melanoma

We applied the CONEXIC algorithm to paired gene expression and CNA data from 62 cultured (long- and short-term) melanomas (Lin et al., 2008). A list of candidate drivers was generated using copy number data available for 101 melanoma samples by applying a modified version (Sanchez-Garcia et al., 2010) of GISTIC (Beroukhim et al., 2007) (see Table S1). Next, we integrated copy number and gene expression data (available for 62 tumors) to identify the most likely drivers (Extended Experimental Procedures). Statistical power is gained by integrating all data and by combining statistical tests on thousands of genes to support the selected modulators. This resulted in the identification of 64 modulators that explain the behavior of 7869 genes. We consider the top 30 scoring modulators, presented in Figure 2, as likely drivers (see Table S2 for the complete list).

### Many Modulators Are Involved in Pathways Related to Melanoma

The top 30 modulators (likely drivers) include 10 known oncogenes and tumor suppressors (Figure 2). In many cases, CONEXIC chose the cancer-related gene out of a large aberrant region containing many genes. For example, DIXDC1, a gene known to be involved in the induction of colon cancer (Wang et al., 2009b), was selected among 17 genes in an aberrant region (Figure S2).

Performing a comprehensive literature search for all genes is tedious and time consuming, so we developed an automated procedure, literature vector analysis (LitVAn), which searches for overrepresented terms in papers associated with genes in a gene set. LitVAn uses a manually curated database (NCBI Gene) to connect genes with terms from the complete text of more than 70,000 published scientific articles (Extended Experimental Procedures). LitVAN found a number of overrepresented terms (Figure S3E) among the top 30 modulators, including "PI3K" and "MAPK," which are known to be activated in melanoma; "cyclin," representing proliferation, which is common in...
all cancers; and “RAB.” Rabs regulate vesicular trafficking, a process not previously implicated in melanoma.

The Association between a Modulator and the Genes in a Module
Beyond generating a list of likely drivers (modulators), the CONEXIC output includes groups of genes that are associated with each modulator (modules). We tested how reproducible the modulators and their associated modules are using gene expression data from two other melanoma cohorts with 45 (Hoek et al., 2006) and 63 (Johansson et al., 2007) samples (see Extended Experimental Procedures and Figure S3). We found that 51 of 64 (80%) of the selected modulators are conserved across data sets in a statistically significant manner. Modules (statistically associated genes) are likely enriched with genes whose expression is biologically affected by the modulator (Figure 3). In consequence, the processes and pathways represented by genes in a module can help us to gain insight into how an aberration in the modulator might alter the cellular physiology and contribute to the malignant phenotype.

Annotation of data-derived sets of genes is typically carried out based on gene set enrichment using Gene Ontology (GO) annotation. Although this approach is useful, there are modules for which GO annotation does not capture the known biology. For example, the “TNF module” is enriched with the GO terms “developmental process” and “cell differentiation” (q value = 0.0014 and 0.004, respectively). We used LitVAn to carry out a systematic literature search and found 11 of 20 genes in the module related to the TNF pathway, inflammation, or both (Figure 3C and Table S3), although only two of these genes were annotated for these processes in GO. TRAF3, the modulator chosen by CONEXIC, is known to regulate the NF-κB pathway (Vallabhapurapu et al., 2008), a major downstream target of TNF. Although TRAF3 has not been previously implicated in melanoma, the importance of the NF-κB pathway in melanoma is well supported (Chin et al., 2006).

A Known Driver, MITF, Is Correctly Associated with Target Genes
CONEXIC identified microphthalmia-associated transcription factor (MITF) as the highest-scoring modulator. MITF is a master regulator of melanocyte development, function, and survival (Levy et al., 2006; Steingrimsson et al., 2004), and the overexpression of MITF is known to have an adverse effect on patient survival (Garraway et al., 2005).

To test the association between modulator and module, we obtained an experimentally derived list of MITF targets (Hoek et al., 2008b) and asked whether the modules identified by CONEXIC associate MITF with its known targets. The MITF-associated modules contained 45 of 80 previously identified targets (p value < 1.5 × 10^-45) supporting a match between the transcription factor (TF) and its known targets. However, a few targets (TBC1D16, ZFP106, and RAB27A) are both associated with MITF and are themselves modulators of additional modules. CONEXIC limits each gene to a single module, so association with an MITF target would preclude association with MITF. If we permit indirect association to MITF through the modules of these additional modulators, CONEXIC correctly identifies 76 of the 80 targets identified by Hoek et al. (p value < 1.5 × 10^-79).

Similar target sets are not available for any other modulator, precluding a more rigorous evaluation of our other predictions.

MITF Expression Correlates with Targets Better Than Copy Number
Expression of MITF correlates with the expression of its targets better than MITF copy number, though both correlations are statistically significant (p value of 0.0001 versus 0.04; Figures 4A and 4B). This relationship is unidirectional: MITF is significantly overexpressed when its DNA is amplified (p value 0.0004), but overexpressed MITF does not always correspond with MITF amplification. We find that MITF is less correlated with its copy number (rank 294th) than most other genes in aberrant regions (see Table S1C), and more than half of the tumors that overexpress MITF do not have a CNA that spans the MITF gene. Comparison of MITF target expression between samples with and without MITF amplification did not show an effect of DNA amplification on expression of the targets (Extended Experimental Procedures).

MITF Correctly Annotated with Its Known Role in Melanoma
We used GO gene set enrichment to identify the biological processes and pathways represented in each module associated with MITF. The module containing the genes most significantly upregulated by MITF (Figure 4B and Figure S4A) is significantly enriched for the terms “melanosome” and “pigment granule” (q value = 4.86 × 10^-6 for each). It includes targets involved in proliferation such as CDK2, consistent with the observation that MITF can promote proliferation via lineage-specific regulation of CDK2 (Du et al., 2004). The module containing genes most strongly inhibited by MITF (Figure 4B and Figure S4B) has a metastatic signature strongly associated with invasion, angiogenesis, the extracellular matrix, and NF-κB signaling. These modules and their annotation suggest that MITF serves as a developmental switch between two types of melanoma, in which high MITF expression promotes proliferation and low MITF expression promotes invasion. Thus, our automated, computationally derived findings dissect a complex response and accurately recapitulate the known literature, including the experimental characterization of MITF (Hoek et al., 2008a).

LitVAN annotated additional modulators with their known role (e.g., CCNB2 with cell cycle and mitosis; data not shown). The detailed match between the CONEXIC output and empirically derived knowledge of the role of known modulators in melanoma provides confidence in CONEXIC’s predictions for modulators that are not well characterized.

Identification of TBC1D16 as a Tumor Dependency in Melanoma
The second highest-scoring modulator identified by CONEXIC is TBC1D16, a Rab GTPase-activating protein of unknown biological function. Rabs are small monomeric GTPases involved in membrane transport and trafficking. TBC1D16 is well conserved, and although its targets are not known, a close paralog, TBC1D15, regulates RAB7A (also selected as a modulator; Figure 2) (Itoh et al., 2006). We used a module associated with TBC1D16 to infer its potential role in melanoma (Figure 5A).
Figure 3. Associating Modulators to Genes

(A) Three scenarios could explain a correlation between a candidate driver (gene A) and its target (gene B): A could influence B, B could influence A, or both could be regulated by a common third mechanism (Pearl, 2000). The availability of both gene expression and chromosomal copy number data allows us to establish the likely direction of influence. If the expression of gene A is correlated with its DNA copy number and the copy number is altered in a large number of tumors, it is likely that the copy number alteration results in a change in expression of A in these tumors. So the model in which A influences the expression of B and other correlated genes is the most likely. In this way, examination of both copy number and gene expression in a single integrated computational framework facilitates identification of candidate drivers.

(B) Modulator influence on a module can go beyond direct transcriptional cascades involving transcription factors or signaling proteins and their targets. Genetic alteration of any gene (e.g., a metabolic enzyme) can alter cell physiology, which is sensed by the cell and subsequently leads to a transcriptional response through a cascade of indirect influences and mechanisms. Whereas modules are typically enriched for genes influenced by the modulator, they also contain genes that are coexpressed with the modulator ("joint modulator"). Both types are helpful for annotating the module and determining the functional role of the modulator.

(C) The TNF module. The modulators include TRAF3 and MITF, wherein high TRAF3 and low MITF are required for upregulation of the genes in the module. The annotation for each gene is represented in a color-coded matrix. Blue and orange squares represent literature-based annotation (see Table S3); green and brown are from GO. LitVAN associated the genes in this module with TNF and the inflammatory response.

See also Figure S2 and Table S3.
and discovered that diverse biological processes are represented by genes in the module and that more than half are annotated for processes such as melanogenesis, vesicular trafficking, and survival/proliferation (Table S4A). This suggests that TBC1D16 plays a role in cell survival and proliferation.

TBC1D16 is an uncharacterized gene located in an amplified region that contains 23 other genes, including CBX4, which is known to play a role in cancer (Satijn et al., 1997). Expression of TBC1D16 is not highly correlated with TBC1D16 copy number compared to other genes in the region (ranked 7th out of 24) or to all candidate drivers (252nd out of 428). Nevertheless, TBC1D16 is the top-scoring gene in the region and the second highest-scoring modulator, so it was selected for experimental verification.

The module exhibits a dose-response relationship between TBC1D16 expression and the expression of genes in the module such that higher expression of TBC1D16 is correlated with higher expression of genes in the module (correlation coefficient 0.76). We carried out western blotting and RT-PCR on some of the short-term cultures (STCs) used to generate the Lin data set and asked whether the TBC1D16 transcript correlates with protein levels. The results confirmed that the expression of TBC1D16 corresponds well with the amount of the 45 kD isoform of TBC1D16 (data not shown). These results suggest that knockdown of TBC1D16 expression in tumors that have high levels of TBC1D16 will lead to a reduction in proliferation.

TBC1D16 Is Required for Proliferation

To test whether TBC1D16 is required for proliferation of melanoma cultures, we carried out a knockdown experiment. We selected two STCs with high levels of TBC1D16, WM1960 (16-fold higher expression than WM1346, DNA not amplified) and WM1976 (34-fold higher expression, amplified DNA) and control STCs, WM262 and WM1346 that express TBC1D16 at a lower level. We used two shRNAs to knock down TBC1D16 expression in each of the four STCs and measured growth over 8 days (Extended Experimental Procedures). RT-PCR was used to confirm that the reduction in the amount of the TBC1D16 transcript was similar for all of the STCs (Figure S5). Knockdown of TBC1D16 expression reduced cell growth in WM1960 and WM1976 to 16% and 40%, respectively, relative to controls infected with GFP shRNA in the same STCs (Figures 5B–5D). This result is specific for cultures with high levels of TBC1D16, as the controls, WM262 and WM1346, grow at similar rates to cultures infected with shGFP (75%–90%). As predicted, growth inhibition at day 8 is proportional to the amount of the TBC1D16 transcript and is independent of TBC1D16 copy number (Figures 5C and 5D). Taken together, these results support CONEXIC’s prediction that TBC1D16 is required for proliferation in melanomas that overexpress the gene.

RAB27A Identified and Experimentally Confirmed as a Tumor Dependency

The TBC1D16 module contains a second modulator, RAB27A, also known to be involved in vesicular trafficking (Figure 5A),
RAB27A functions with RAB7A to control melanosome transport and secretion. RAB7A localizes to early melanosomes, whereas RAB27A is found in mature melanosomes (Jordens et al., 2006). CONEXIC selected both RAB27A and RAB7A as modulators.

RAB27A is in an amplified region that did not pass the standard GISTIC q value threshold for significance, and expression of the gene is not highly correlated with RAB27A copy number compared to other candidate drivers (323th out of 428). Nevertheless, CONEXIC identified it as the top-scoring modulator out of the 33 genes in this region and ranked it 8th out of 64 modulators, and it was therefore selected for empirical assessment.

To test the prediction that RAB27A is important for proliferation in tumors with high levels of RAB27A, we tested the effect of shRNA knockdown of the RAB27A transcript on proliferation. We chose two STCs in which the gene is highly expressed WM1385 (28-fold higher expression compared with A375, DNA amplified) and WM1960 (38-fold higher expression, DNA not amplified) and two controls that express RAB27A at a lower level (A375 and WM1930). Western blots show that expression of RAB27A correlates with expression of the cognate gene in these cultures (data not shown).

Knockdown of RAB27A expression using shRNA was similar for all cultures (Figure S6) but only reduced cell growth significantly in the STCs that overexpress RAB27A (18% or 35% in WM1385 or WM1960 relative to the same cultures infected with GFP shRNA). RAB27A shRNA had less impact (growth rates of 65%–80%) in the control STCs that have low RAB27A (Figures 6A and 6B). Growth inhibition at 6 days is directly proportional to the amount of the RAB27A transcript and is independent of the RAB27A copy number.

Figure 5. TBC1D16 Is Necessary for Melanoma Growth
(A) A module associated with TBC1D16 and RAB27A. The genes in the module are involved in melanogenesis, survival/proliferation, lysosome, and protein trafficking (see Table S4A for details).
(B) Representative growth curves for each of the four STCs infected with TBC1D16 shRNA. Each curve represents three technical replicates. RT-PCR was used to confirm that the reduction in the amount of the TBC1D16 transcript was similar for all of the STCs (Figure S5).
(C) Change in growth over time, relative to the number of cells plated, averaged over all replicates (Extended Experimental Procedures). Mean over three biological replicates x three technical replicates for each STC. See Figure S5 and Table S4B for additional replicates and hairpins.
(D) Growth inhibition at 8 days is directly proportional to the amount of the TBC1D16 transcript and is independent of the TBC1D16 copy number.
RAB27A Affects the Expression of Genes in Associated Modules

To test whether RAB27A affects the expression of genes in associated modules, as predicted by CONEXIC, we carried out microarray profiling after knockdown of RAB27A in the test STCs (WM1385 and WM1960). We compared the expression profile after RAB27A knockdown to a control profile generated by infecting the same STC with GFP shRNA. We used gene set enrichment analysis (GSEA) (Subramanian et al., 2005) to test whether each of the three modules associated with RAB27A are enriched with genes that are differentially expressed (DEG) after knockdown (see Extended Experimental Procedures). We found that all three RAB27A-associated modules are significantly enriched for genes affected by RAB27A (p values < 10⁻⁵ for all three modules; see Figure 7C) and that these modules responded in the direction predicted by CONEXIC.

These results support our computational prediction that the expression of RAB27A affects the expression of the genes in the associated modules. We note that RAB27A functions as a vesicular trafficking protein, suggesting that it influences gene expression through an unknown and likely indirect mechanism.

We used LitVAN to identify the biological processes and pathways represented among the DEGs. Cell cycle-related terms are significant among the downregulated genes, which might be expected given the reduced growth after RAB27A knockdown. In addition, we found that genes annotated for the ERK pathway are upregulated (including MYC, FOSL1, and DUSP6). We used GSEA to measure enrichment of an experimentally derived set of genes that respond to MEK inhibition in melanoma (Pratilas et al., 2009). The resulting p value < 4.7 × 10⁻⁵ suggests that ERK signaling is altered after RAB27A knockdown in these STCs.

Figure 6. RAB27A Is Necessary for Melanoma Growth

(A) Representative growth curves for each of the four STCs infected with RAB27A shRNA. Each curve represents three technical replicates. RT-PCR was used to confirm that the reduction in the amount of the RAB27A transcript was similar in all of the STCs (Figure S6). (B) Change in growth over time, relative to the number of cells plated, averaged over all replicates. Knockdown of RAB27A expression in cells that express this gene at high levels reduces proliferation. Data averaged over three biological replicates x three technical replicates for each STC. See Figure S6 and Table S5 for all data. (C) Growth inhibition at 6 days is dependent on the amount of the RAB27A transcript and is independent of RAB27A copy number.

TBC1D16 Influences the Expression of Genes in Associated Modules

We carried out microarray profiling after knockdown of TBC1D16 to evaluate whether expression of TBC1D16 affects the expression of genes in the four modules associated with it. We used two shRNAs to knockdown TBC1D16 in the test STCs (WM1960 and WM1976) and compared the gene expression to controls infected with GFP shRNA (in the same STCs). GSEA analysis established that all four modules are significantly enriched for genes affected by differences in TBC1D16 expression (p values < 10⁻⁵, 0.0002, 0.008, and 0.009, respectively; see Figure 7). Two modules responded to TBC1D16 knockdown in the direction predicted by CONEXIC. In addition, GSEA analysis ranked genes in the TBC1D16 module (Module 25) highest out of 177 (based on the GSEA p value), demonstrating that the genes in this module are the most highly differentially expressed genes in the data set.

The function of TBC1D16 is unknown, but it is predicted to be involved in vesicular trafficking. In our knockdown analysis, LitVAN annotated the upregulated genes with terms related to vesicular trafficking. These include RAB3C, RAB7A, CHMP1B, RAB18, SNX16, COPB1, and CAV1 (see Table S6A). However, it is not clear how TBC1D16 affects gene expression or how changes in expression affect vesicular trafficking.
DISCUSSION

We have demonstrated that combining tumor gene expression and copy number data into a single framework increases our ability to identify likely drivers in cancer and the processes affected by them. Gene expression allows us to distinguish between multiple genes in an amplified or deleted region (many of which are indistinguishable based on copy number) and to identify those that are likely to be drivers. The combination of data types allows us to identify regions that would be overlooked using methods based on DNA copy number alone.

Expression of a Driver, Not Its Copy Number, Drives Phenotype

The novelty of our method and the key to its success is our modeling paradigm: the expression of a driver should correspond with the expression of genes in an associated module. Examination of MITF and its targets supports our assumptions. Expression of MITF best correlates with the predicted direction of response to knockdown (red and green represent up- and downregulated, respectively). The arrow represents the observed response to knockdown. The direction of response was correctly predicted for two of four TBC1D16 modules and for all RAB27A modules. See also Figure S7 and Table S6.

Figure 7. Results of Knockdown Microarrays for RAB27A and TBC1D16

(A) To the left is one of the modules associated with RAB27A, and to the right are data generated following knockdown (KD) of RAB27A for the same genes in the STCs indicated (pink and blue). The expression of genes in the module goes down relative to shGFP, as predicted. KD expression heat map shows Z scores (see Extended Experimental Procedures) showing that these are some of the most differentially expressed genes (DEGs) in the genome.

(B) To the left is one of the modules associated with TBC1D16, and to the right are data generated following KD of TBC1D16 in the STCs indicated. The expression of genes in the module goes up relative to shGFP, as predicted. The test STCs (blue) and control STCs (pink) respond differently, demonstrating the importance of context (TBC1D16 overexpression status) in determining the response.

(C) GSEA p value and ranking (relative to 177 CONEXIC modules) for RAB27A- and TBC1D16-associated modules (see Figure S7 for data). GSEA was calculated using the median of four profiles (two cell lines × two hairpins) on the test STCs. Significant p values indicate that knockdown of RAB27A and TBC1D16 each affects the subset of genes predicted by CONEXIC (note that 10^{-5} is the smallest p value possible given that 100,000 permutations are used). The color of the module name represents the predicted direction of response to knockdown (red and green represent up- and downregulated, respectively).

Most methods for identifying drivers within aberrant regions focus on genes whose expression is well correlated with the copy number of the cognate DNA (Lin et al., 2008; Turner...
et al., 2010). The expression of many of the predicted drivers that we identify is poorly correlated with their copy number, relative to other genes in the region and to all other candidate drivers MITF (294th), TBC1D16 (22th) and RAB27A (323th) (see Table S1C). We believe that the discrepancies between CNA and expression arise because there are multiple ways to up- or downregulate a gene. For example, TBC1D16 and RAB27A were both identified as transcriptional targets of MITF (Chiaverini et al., 2008; Hoek et al., 2008b) and are therefore upregulated when MITF is overexpressed. Moreover, we postulate that many drivers are less correlated with their copy number than passengers due to selective pressure; if there is a fitness advantage to up- or downregulate expression, the tumor will find a mechanism to do so.

**TBC1D16 and RAB27A Are Required for Proliferation**

We tested two drivers predicted by CONEXIC with knockdown experiments and showed that tumors that express either TBC1D16 or RAB27A at high levels are dependent on the corresponding gene for growth. Our results demonstrate that these dependencies are determined by expression of the gene (in both cases), rather than DNA amplification status, further supporting the assumptions underlying our approach. Thus, we not only identify tumor dependencies, but also the tumors in which these genes are crucial for proliferation. Identifying dependencies that are critical for tumor survival is needed for drug-targeted therapies; for example, FLT3 inhibitors in AML, which have had successful phase II trials (Fischer et al., 2010). Our approach is unbiased with respect to protein function and does not incorporate prior knowledge, thus enabling the identification of dependencies in genes involved with vesicular trafficking. TBC1D16 and RAB27A validate the ability of our approach to correctly identify tumor dependencies and the genes that they affect.

**Association between Modulator and Module**

A key feature of our approach is that CONEXIC goes beyond identifying drivers. By associating candidate drivers with gene modules and annotating them using information from the literature, CONEXIC provides insight into the physiological roles of drivers and associated genes. We used LitVAn to find biological processes and pathways overrepresented in each module and to associate drivers with functions, accurately identifying targets of MITF and annotating the functions of known drivers (MITF, CCBN2, and TRAF3).

The results of microarray profiling following knockdown further support the association between modulator and module and confirm our ability to identify genes affected by TBC1D16 and RAB27A. We successfully connected genes involved in vesicular trafficking to their effects on gene expression, likely through a cascade of indirect influences. In addition to profiling the STCs that highly express each of these genes (test STCs), we also profiled two lower-expressing STCs (control STCs), in which the effect of knockdown is less detrimental to growth. For TBC1D16, there is substantial overlap in the DEGs in the test STCs (p value < 6.6 x 10^-22), but not in the DEGs between control and test STCs (p value > 0.76). This reflects the complexity of the transformed state and demonstrates that genetic context has a fundamental impact on the effect of a perturbation.

**Genes Involved in Trafficking Are Important in Melanoma**

Of the top 30 drivers selected by CONEXIC, three genes (TBC1D16, RAB27A, and RAB7A) are known to be involved in vesicular trafficking (Itoh et al., 2006; Jordens et al., 2006). All of these genes are amplified (DNA) and highly expressed (RNA) in multiple melanomas. There is increasing evidence that genes controlling trafficking play a role in melanoma. Germline variation in Golgi phosphoprotein 3 (GOLPH3), a gene involved in vesicular trafficking, is associated with multiple cancers (Scott et al., 2009).

Our data identify two novel dependencies that are encoded in somatic CNAs, demonstrate the dependency of melanoma on TBC1D16 and RAB27A expression for proliferation, and highlight the potential role of vesicular trafficking in this malignancy.

The role of vesicular trafficking in melanoma has yet to be characterized. Vesicular trafficking regulates many receptor tyrosine kinases (RTKs) both spatially and temporally and thus determines both the duration and intensity of signaling (Ying et al., 2010). For example, RAB7A is involved in the regulation of ERK signaling (Taub et al., 2007), and ERK is known to play an important role in melanoma (Chin et al., 2006). Tight control of ERK expression could potentially be important in melanocytes because of its influence on MITF: ERK is required for the activation of MITF, but high levels of ERK lead to MITF degradation (Wellbrock et al., 2008). It is possible that recurrent aberrations in vesicular trafficking genes might involve control of ERK signaling intensity. This is further supported by the upregulation of an ERK signature (Pratilas et al., 2009) following RAB27A knockdown in our data (p value < 4.7 x 10^-5).

**CONEXIC and Other Approaches**

CONEXIC differs from other methods in a number of ways. First, it uses the gene expression of a candidate driver, rather than its copy number, as a proxy to report on the status of the gene, e.g., two tumors that overexpress a driver are treated equivalently even if there is amplification in the DNA of only one of them. Second, it associates a candidate driver with a module of genes whose expression corresponds with that of the predicted driver, which was critical for identification of TBC1D16 as a modulator. Third, combining copy number and gene expression provides greater sensitivity for identifying significantly aberrant regions that would not be selected based on DNA alone; this was critical for the identification of RAB27A.

Methods based on copy number data are limited to detecting large regions containing multiple genes, such that the driver cannot be readily identified among them. Recent efforts have focused on integrating additional sources of information into the analysis. Some methods use prior information, such as the role of a gene in other cancers (Beroukhim et al., 2010). Others, like CONEXIC, integrate gene expression data (Adler et al., 2006), but the results of these methods fall short of CONEXIC’s. We systematically compared CONEXIC to other methods using the same data and found that they did not identify MITF or any other known driver in melanoma (see Extended Experimental Procedures).
Statistical dependencies in gene expression have been used to connect a regulator to its target (Friedman et al., 2000; Lee et al., 2006; Segal et al., 2003) and for uncovering important regulators in cancer (Adler et al., 2006; Carro et al., 2010; Wang et al., 2009a). These approaches typically only detect transcription factors and signaling molecules and do not connect the altered regulatory networks to upstream genetic aberrations. Incorporating information on amplification or deletion status allows us to consider any functional class of genes and thus permits detection of vesicular trafficking genes that would not be identified using other methods. It also allows us to relate the malignant phenotype to genetic aberrations from which it is likely to have originated.

We tuned our method toward reducing the selection of modulators that are not drivers. To gain this specificity, we do not detect all genes and pathways that drive tumors. First, some drivers in amplified and deleted regions do not pass the stringent statistical tests employed in our method. Second, CONEXIC only identifies candidate drivers that are encoded in amplified or deleted regions. In consequence, it would not detect drivers of melanoma such as BRAF and NRAS that are typically associated with point mutations. Third, CONEXIC detects drivers based on the assumptions delineated above; though these hold for many drivers, it is likely that they are not appropriate for all drivers.

To meet the challenge of finding all driving alterations in cancer, a number of complementary approaches are needed. Experimental approaches such as screening using pooled short hairpin RNAs (shRNAs) (Briz et al., 2009; Zender et al., 2008) are likely to detect a set of drivers different from those detected by CONEXIC. These screens are dependent on the genetic background and are limited to drivers that influence processes that can be readily measured, such as proliferation, whereas CONEXIC scans all of the genetic data together and can potentially identify drivers of any function across different genetic backgrounds. In the future, we envision that CONEXIC will be used to guide in vivo screening initiatives and to assist in the choice of regions, functional assays, and genetic backgrounds probed.

**Beyond Melanoma**

The challenge of finding candidate drivers is considerable: tumors are heterogeneous, the data are noisy and highly correlated, and there are a large number of possible combinations of drivers and genes in modules. Our approach is successful because it couples simple modeling assumptions with powerful computational search techniques and rigorous statistical evaluation of the results at each step.

Both the principles underlying CONEXIC and the software can be applied to any tumor cohort containing matched data for copy number aberrations and gene expression. The principle of associating any type of mutation (e.g., epigenetic alterations and coding sequence) with gene expression signatures or other phenotypic outputs that differ among samples will be of increasing importance as sequence and epigenetic data accumulate. Not only does this help to distinguish between driver and passenger mutations, but the genes in the associated module can also provide insight into the role of the driver. This approach can be used to identify the genetic aberrations responsible for tumorigenesis and to find those that relate to any other measurable phenotype, such as the resistance of tumors to drugs. We anticipate that our approach will make an important contribution toward a basic mechanistic understanding of cancer and in revealing associations of clinical significance.

Cancer is a heterogeneous disease in which we are only just beginning to appreciate the importance of genetic background and the myriad ways in which the cellular machinery can be redirected toward the transformed state. Methods that begin to dissect this complexity move us another step closer to a world where personalized therapies are routine.

**EXPERIMENTAL PROCEDURES**

**Statistical Methods**

A detailed description of the statistical methods and computational algorithms used can be found in the Extended Experimental Procedures. The CONEXIC and LitVAN algorithms were developed for this research, and the software is available at http://www.c2b2.columbia.edu/danapeerlab/html/software.html.

**Experimental Methods**

Cells were grown using standard culture conditions, and knockdown was carried out by infection with lentivirus using RNAi sequences designed by the RNAi Consortium. shRNA lentivirus were prepared according to TRC protocols (http://www.broadinstitute.org/rnaa/trc), with minor modifications. Cell proliferation assays, RT-PCR, microarrays, and immunoblotting were carried out using standard techniques. Primer sequences and detailed methods can be found in the Extended Experimental Procedures.

**ACCESSION NUMBERS**

All primary data are available at the Gene Expression Omnibus (GSE23884).

**SUPPLEMENTAL INFORMATION**

Supplemental Information includes Extended Experimental Procedures, eight figures, and six tables and can be found with this article online at doi:10.1016/j.cell.2010.11.1013.
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**Extended Experimental Procedures**

**Data and Processing**

We used copy number data for 101 melanoma samples generated by Lin et al. (Lin et al., 2008b). The SNP locations were translated from HG17 to HG18 using the UCSC liftOver application (Kent et al., 2002). Gene expression was available for 62 of these samples using HT-HGU133A Affymetrix chip, which measures the expression of 12725 genes (Lin et al., 2008b). We removed probe sets whose standard deviation was smaller than 0.25 on a log2 scale, resulting in 12,101 probe sets measuring 8243 unique genes. We merged probe sets for genes if these agreed and removed inconsistent genes, resulting in a final set of 7981 genes. Expression values were normalized to mean of zero and a standard deviation of one for each gene.

**Statistical Tests**

**Validation of Modules Using Other Melanoma Data Sets**

We evaluated the reproducibility of the regulation programs and their associated modules (see Regulation Programs below) using gene expression data from two other melanoma cohorts with 45 (Hoek et al., 2006) and 63 (Johansson et al., 2007) samples downloaded from the GEO website (GSE4843 & GSE7127, respectively). We used CONEXIC to infer modules and their regulation programs using the data of Lin et al. (Lin et al., 2008b) (training data) and tested these in two additional datasets (test data): (Hoek et al., 2006) and (Johansson et al., 2007). We removed data from one sample (SKMEL28) that was included in the Lin and Hoek datasets. Each dataset was processed separately as described above. We used the models (regulation programs and the module gene assignments) learned from the Lin dataset to evaluate the likelihood that the model generated the test data. The regulation program (modulators, their order, logic and thresholds) remains exactly the same as defined by the training data. Permutation testing was used to evaluate how well the regulation programs predict the behavior of the genes in the modules. For each modulator, the samples in its sub-tree (where this modulator is root) were permuted 1,000,000 times and were scored for each permutation. This constructs a null distribution representing Normal Gamma scores when there is no dependency between modulator and module genes. The score for the non-permuted data is compared to this distribution, generating a p-value. When a modulator was associated with more than one module the highest scoring was selected. These permutation p-values are listed in Figure 2, as well as Figure S3 and Table S2. Figure 2 and Figure S3 show the p-values from the Johansson dataset, unless the modulator was missing in this dataset, and then the p-value from the Hoek dataset is shown. Table S2 shows the p-values for both datasets.

**Analysis of MITF Targets**

We used a list of MITF targets as defined by Hoek et al. (Hoek et al., 2008), of which 80 genes were expressed in the Lin et al. (Lin et al., 2008b) data set. Association between MITF copy number and the expression of the target genes was tested using permutations on Welch’s t test statistic (Welch, 1938), which evaluates the difference in both mean and in variance. Samples were split into two groups: 17 samples with amplification were compared to 47 samples with deleted or normal MITF DNA copy number (see Figure 4A). To test association between MITF expression and the expression of the target genes, the CONEXIC split point was used, splitting the data into 46 samples with high levels of MITF and 16 samples with lower levels of MITF expression (see Figure 4B). The p-value of MITF copy number was 0.04, compared to a p-value of 0.0001 for MITF expression.

To determine if MITF amplification has an additional effect besides modifying MITF expression we identified samples in which MITF expression was similar in tumors with and without DNA amplification. Two sets of samples were defined: 18 samples that have high MITF expression and 11 samples, with medium levels of MITF expression. Comparison of MITF target expression between samples with and without MITF amplification in these two groups did not show an effect of DNA amplification on the target expression. Using Welch t test and 1000 permutations, no gene passed FDR significance (t test q-value of 0.92 and 0.56, respectively).

The MITF target set defined by Hoek et al. (Hoek et al., 2008) includes both direct and indirect targets positively regulated by MITF. To evaluate how well CONEXIC associates MITF with this target set, we test both direct and indirect modulation. We combined all the genes contained in modules for which MITF is the top positive modulator yielding a set of 307 genes, 45 of which are Hoek identified MITF targets (p-value < 1.5 × 10^{-45}). Among these 307 are genes selected as modulators (TBC1D16, ZFP106, and RAB27A). Modules associated with TBC1D16 contain 22 genes from the MITF target set, and since each gene is only associated with one module, these are not in the MITF modules. If we include indirect modulation (e.g., MITF positively modulates gene Y which positively modulates gene X), then 76/80 targets are associated with MITF.

**Gene Set Enrichment**

We used Genatomy for hypergeometric gene-set enrichment. The tool is available for download from [http://www.c2b2.columbia.edu/danapeerlab/html/software.html](http://www.c2b2.columbia.edu/danapeerlab/html/software.html).

Genatomy computes Hyper-geometric enrichment based p-values combined with False Discovery Rate to account for multiple testing. Gene Ontology (GO) sets were obtained from GeneOntology.org. Genatomy also enables the interactive visualization of all modules and regulation programs inferred by CONEXIC.

**Analysis of Growth Data**

Technical replicates were averaged and standard deviation was calculated (see Figure 5B, Figure 6A, Table S4B, and Table S5). For each hairpin, the fold change of growth was calculated; number of cells at each day was compared to the number of cells plated. The
effect of test hairpins was assessed by comparing the fold change of the test hairpins to the control hairpin (shGFP) of the corresponding day. Effects from biological replicates were then averaged (see Figure 5C, Figure 6B, Figure S5, Figure S6, Table S4B, and Table S5).

**Processing of KD Microarrays**

Knockdown experiments were hybridized on Affymetrix Human Gene 1.0 ST arrays. Gene expression data was processed using RMA. For each STC, we computed a baseline profile by averaging data from two biological replicate arrays, generated following infection with shGFP. We computed a KD profile representing the effect of knockdown with each hairpin in each STC using the log ratio of the data generated following knockdown with the shRNA in the STC, with the baseline profile for the same STC. This gives us two KD profiles for each STC, one for each of the two hairpins. The KD profiles were used for subsequent analysis (e.g., GSEA below).

For displaying the heat maps in Figure 7 and Figure S7 the KD profiles are represented as Z-scores: each KD profile was treated as a distribution and the fold change for each gene was transformed to number of standard deviations away from the mean. This shows that the changes in expression of genes in these modules are among the largest, genome-wide.

**Analysis of KD Microarray Data**

We used Gene Set Enrichment Analysis (Subramanian et al., 2005) to test whether the genes associated with RAB27A and TBC1D16 are differentially expressed after knockdown. As a ranking function for GSEA analysis, we did not use each microarray as a rank, but generated only one signature for each gene knocked down. We used the median of 4 experiments (both hairpins, both cell lines) in all test samples, to generate rankings, one for RAB27A and one for TBC1D16. This was to control for the off-target effects of shRNA (use of 2 hairpins) and differences between genetic contexts (use of 2 cell-lines), and gives us an answer to the question “which genes change following knockdown of the modulator.” We used the standalone version of GSEA 2.06, available from http://www.broadinstitute.org/gsea/ and ran it with the default parameters and 100,000 permutations.

We selected the modules significantly associated with each modulator: 4 for TBC1D16 and 3 for RAB27A. GSEA was run on all 177 modules (size > 15 genes) to obtain the relative rank of each. All of the modules associated with TBC1D16 or RAB27A had a significant p-value for the corresponding KD signature. For RAB27A, all modules were significant with a p-value < 10^-6 (note that for 100,000 permutations, this is the lowest possible p-value), responding in the direction predicted by CONEXIC. For TBC1D16, all modules were significant, although 2/4 modules responded in a direction opposite to our CONEXIC prediction. The highest scoring module (Normal Gamma score) also ranked first in GSEA.

Compared to the p-values in Figure 7 the RAB27A KD signature applied to TBC1D16 modules gave poor results for all modules (module 25: p-value > 0.09, module 147: p-value > 0.16 and module 127: p-value > 0.06). Applying the TBC1D16 KD signature to the RAB27A modules also gave an inferior result (module 3: p-value > 0.046 and module 31: p-value > 0.005) showing that the match between KD signatures and associated modules is specific for each of RAB27A and TBC1D16.

We used the TBC1D16 and RAB27A KD profiles to identify sets of DEGs for each modulator, using a Z-score of 2 to define a threshold for up and downregulation. For RAB27A, 432 genes were upregulated and 412 genes were downregulated (Table S6B, S6C). LitVAN identified a number of terms including cell-cycle, MAPK/ERK, TNF/NFkB, immune system, extra-cellular matrix, and Table S5).

**Experimental Methods**

**Cell Culture Conditions**

Melanoma short-term cultures (STCs) derived from metastatic foci (Lin et al., 2008b) were cultured in RPMI medium (MediaTech) supplemented with 10% fetal bovine serum (Gemini). A375 melanoma cell line and 293T virus packaging cells were cultured in DMEM medium (MediaTech) with 10% fetal bovine serum. All cells were maintained in 100 units/ml penicillin, 100 μg/ml streptomycin at 37°C under 5% CO₂.

**shRNA**

shRNA knockdown sequences for TBC1D16 and RAB27A were those designed by the RNAi Consortium (TRC): shRAB27A_865 (TRCN000005296), CCGATCAGTTAAGTGAAGAA; shRAB27A_477 (TRCN0000005298), CAGGAGAGGTTCGTCAGCTTA; shTBC1D16_302 (TRCN0000061889), CCTTGCTTGTACATGGAGAA; and shTBC1D16_1490 (TRCN0000061891), GCGAAAGGAGTACTCTGAGAT.
The negative control was: shGFP, GCAAGCTGACCCTGAAGTTCA.

The shRNA lentiviruses were produced according to TRC protocols (http://www.broadinstitute.org/mafic). Briefly, 2 x 10^6 293T cells were seeded in 100 mm plates, and at 24 hr were co-transfected with 3 μg of pLKO.1-shRNA, 2.7 μg of Δ8.9, and 0.3 μg of VSV-G vectors using Lipofectamine 2000 (Invitrogen) according to the manufacturer’s instructions. At 48h post-transfection, virus supernatant was collected, passed through a 0.45 μm filter (Nalgene), and stored in small aliquots in −80°C until use. To reduce nonspecific viral cytotoxicity, each viral supernatant was titrated:

**Cell Proliferation Assays**

 Cultures with stable expression of each shRNA construct were seeded in triplicate (technical replicates) in 12-well plates at 1x10^4 - 5x10^4 cells/ well in 1 ml of medium. Cells were washed with PBS, trypsinized and counted using a Vi-Cell XR Cell Viability Analyzer (Beckman Coulter) after 3-4 days of selection. For each virus, the ratio of cells surviving in media with puromycin versus media without puromycin was determined for each dilution. Titers that yielded approximately 50% survival were used for subsequent infections.

To perform knockdown experiments, target cells (1.2 x 10^6 – 3 x 10^6) were plated the day before infection to obtain 30%-40% confluence at the time of infection. Cells were then incubated with virus at the dilution established above, the virus-containing media was removed and fresh media was added. The next day, puromycin was added to select for infected cells (WM1960 and WM1385 at 2 μg/ml; WM1346, WM1976, WM1930, WM262 and A375 at 1 μg/ml). After selection, cells were plated for proliferation assays or used for RT-PCR or immunoblotting.

**Quantitative Reverse Transcription-PCR Analysis**

Total RNA was harvested using the RNeasy Mini Kit (QIAGEN), and cDNA prepared with the SuperScript III First-Strand Synthesis Supermix Kit (Invitrogen) according to the manufacturers’ recommendations. All real-time PCRs were performed in triplicate using PCR SYBR Green Master Mix (Applied Biosystems) on an ABI 7300 (Applied Biosystems). The data were normalized to TBP. Gene-specific primer sequences follow:

**Microarray Analysis**

Total RNA was harvested using the RNeasy Mini Kit (QIAGEN). The Affymetrix GeneChip Human Gene 1.0 ST Arrays were used for gene expression profiling, performed by the Dana Farber Cancer Institute facility according to the manufacturer’s protocols.

**Immunoblot Analysis**

Western blotting was carried out using standard methods on cell lysates, normalized for total protein. Primary antibodies used were RAB27A (Santa Cruz, 1:500), TBC1D16 (Novus Biologicals, 1:500), β-actin (Sigma-Aldrich, 1:12,000) or α-tubulin (Cell Signaling Technology, 1:1000). Secondary antibodies were anti-rabbit or anti-mouse IgG, HRP-linked; Cell Signaling Technology, 1:1000 dilution). The signal was detected using SuperSignal West Pico or West Dura Chemiluminescent Substrate ECL reagent (Thermo Scientific).

**Copy Number and Expression In Cancer**

Copy number and expression in cancer (CONEXIC) is a data-driven algorithm that takes matched copy number and gene expression data from tumors as input and combines these to identify driving aberrations and associate these with the genes they modulate. CONEXIC is based on a Bayesian scoring function that evaluates each candidate driver, or ‘modulator’. The score measures how well a modulator (or combination of modulators) predicts the behavior of a gene expression module across tumor samples. CONEXIC identifies the most likely drivers by searching for the highest scoring modulators in a stepwise manner (Figure S1) that seeks to improve the Bayesian score.

The resulting output is a set of predicted modulators that map within an amplified or deleted region. Each is associated with a module, a set of genes whose expression is likely altered by changes in expression of the modulator. In some cases, a module is associated with multiple modulators that form a regulation program (Figure S3A).


**Regulation Programs**

We adopted the concept of the regulation program from Segal et al. (Segal et al., 2003). Formally, the regulation program is a conditional probability distribution for the module gene expression, conditioned on the gene expression of the modulators. A regulation program of a module M specifies a set of contexts and the expected expression values for each context. A context is determined by the expression of a small set of modulators that influence M’s expression. This set of contexts is organized as
a regression tree composed of two basic building blocks: decision nodes and leaf nodes. Each decision node corresponds to a modulator and a query on its value (for example, “is MITF ≥ threshold”). Each decision node has two child nodes: the right child node is chosen when the answer to the corresponding query is true; the left node is chosen when it is false. For each sample, one begins at the root node and continues down the tree in a path according to the answers to the queries in that particular sample until a leaf node is reached. Each leaf encodes a probability distribution representing how the module’s genes are expected to behave in that sample. The expression of genes in $M$ in each context is modeled as a normal distribution; this distribution is encoded using a mean and variance stored at the corresponding leaf.

Regression trees are particularly well suited for modeling driver mutations in cancer because (i) these can capture combinatorial and condition specific relations that frequently occur in cancer (e.g., both overexpression of EGFR and deletion of P16 are required) (ii) These can capture changes in both the mean and the variance of the module gene expression.

The CONEXIC Algorithm

The CONEXIC learning algorithm consists of three key steps:

1. Selection of candidate driver genes (Figure S1A).
2. Single Modulator step that creates an initial association between candidate drivers and gene modules (Figure S1B).
3. An iterative Network Learning step to improve on the initial model (Figure S1C).

CONEXIC searches for a model that can explain the variation in the gene expression across samples as a function of a small number of modulators. The search is driven by the optimization of a Bayesian scoring function. The search begins with an initial starting point and then proceeds in making stepwise changes that improve the score at each step.

Selection of Candidate Drivers

Motivation

First, we want to identify regions of the DNA that are recurrently amplified/deleted in tumors and consider genes within or neighboring to those regions as candidate drivers. We expect that many of the driver mutations will be contained in this candidate list.

Details

We applied the (GISTIC) algorithm (Beroukhim et al., 2007), using the JISTIC implementation available from http://www.c2b2.columbia.edu/danapeerlab/html/software.html (Sanchez-Garcia et al., 2010), to all 101 samples. To increase sensitivity, we used a q-value threshold of 0.3, compared to 0.25 previously used with this data (Lin et al., 2008b). Genes that overlap a significant aberrant region are chosen as candidate driver genes. To capture aberrations in regulatory regions, for each aberrant region, the closest non-overlapping genes on each side are also chosen as candidate drivers, if their distance from the edge of the region is less than 100Kb.

Result

This resulted in 27 amplified regions containing 513 peak genes and 23 deleted regions with 384 peak genes (Table S1). In subsequent steps, we aim to identify which of these 897 candidates are likely drivers.

Expression Filtering

We now integrate copy number and gene expression data, which is available for 62 tumors. As an initial filter, we require candidate drivers to be differentially expressed across the different tumor samples. This removes genes that are expressed at a constant level across all tumors and not influenced by their copy number. Additionally, this removes genes that are not expressed, and are therefore unlikely to be drivers. Our final set of candidate drivers included 428 genes in significantly amplified or deleted regions, whose gene expression varied with standard deviation greater than 0.25 (Table S1C).

Single Modulator Step

Motivation

The Single Modulator step constructs an initial model, which focuses the subsequent search on variation in gene expression that can be explained by drivers encoded in CNAs (as opposed to variation due to other types of aberrations such as coding mutations). The Single Modulator step (Figure S1B), establishes an initial pairing between candidate drivers and gene expression modules by associating each target gene with the single driver gene that fits it best (based on corresponding gene expression profiles). As a result, each gene is clustered into a module consisting of those genes for which the same driver gene was found to be the best fit and the module is associated with that candidate driver.

Details

To aid the identification of a good starting model, the Single Modulator step considers a smaller search space and more conservative set of candidate drivers, only those whose gene expression is significantly altered by either their amplification or deletion status. Candidates are filtered using a Welch t test (p-value < 0.05), comparing amplified versus normal or deleted versus normal - 347 candidate drivers pass this test. Amplification or deletion status of a gene in a specific sample is determined using the average copy-number value for all SNP markers inside the gene; if the gene contains no SNP markers we take the copy-number value for the single closest SNP marker. Using the same thresholds as in (Lin et al., 2008b), if the
The Network Learning step (Figure S1C) uses the modules generated by the Single Modulator step as a starting point and uses an iterative approach to improve the score of the modules and their regulation programs. The Network Learning step is based on the Module Networks algorithm (Lee et al., 2006; Segal et al., 2003) with a few critical improvements, designed to remove spurious associations.

Details
The algorithm iteratively alternates between two tasks: (i) learning the regulation program for each module; (ii) and re-assigning each gene into the module that best models its behavior. The score improves at each iteration and these terminate if fewer than 10% of the target genes have been re-assigned to a different module during the gene re-assignment step.

Given a set of modules, we learn a regulation program for each module. We recursively learn the regulation program by choosing, at each point, the candidate driver that best splits the gene expression of the module genes into two distinct behaviors. All candidate drivers and potential split values are evaluated and the driver-split combination that achieves the highest improvement in score is selected. Only if the score improvement is greater than a pre-defined penalty, the split is selected. Unlike Single Modulator, all 428 candidate drivers are considered and each candidate driver is not limited to a single split threshold; rather the optimal threshold is chosen to maximize the score. While multiple thresholds are possible across the different regulation programs, the score includes a penalty on the number of different split values, thus limiting the number selected. The tree is recursively grown from the root to its leaves. At each new split, the driver gene that provides the best improvement in score is chosen; permutation testing (as in the Single Modulator step) is used to ensure the statistical significance of the split; and the outlier-removal test (described below) is used to ensure the modulator was not selected due to outliers in the data. For each new split, linear influence of the modulator on each side of the split is tested (as described below), and if linear influence is found further sub-splits on this side of the split are forbidden. The process terminates when no query that improves the score and passes these two tests can be found, allowing for up to a total of five splits in each regulation program.

In addition to permutation testing, the regulation program learning process includes two additional statistical tests, designed to remove spurious splits. (i) To ensure that modulators were not selected due to outliers in the data, splits are subjected to analysis.
a outlier-removal test, as follows: for each candidate split, we remove the highest 4% of expression values in the side that has higher mean expression, and re-calculate the score improvement with the remaining 96% of the data. We reject the split if the score improvement is less than 0.6 times the score improvement with the entire data. We perform a similar test removing the lowest 4% of expression values in the side that has lower mean expression. The resulting splits are robust to outliers in the data.

(ii) Some of the modulators have a linear influence on the target gene expression and their values are enough to explain the variation in the expression of the target genes without additional splits. In most cases, such influence is only on one side of the split, e.g., target gene expression of one leaf is linearly correlated with the modulator expression, while the expression of the other leaf is not. Our goal is to remove additional splits when the modulator is correlated across all samples and retain splits in cases the correlation is one sided. Correlation alone is not sufficiently sensitive to distinguish between a strong correlation that is limited to one side of the split, versus a weaker correlation across all samples. To make this distinction, for each new split, and for each side of that split, we calculate the Pearson correlation and regression slope between the expression values of the modulator and of the members of the module. First, we ask whether the modulator is correlated with the module, and require a Pearson correlation coefficient > 0.6 for at least one of the leaves. Next, we evaluate whether the slope on both sides of the split is similar, requiring that the slope in the leaf with higher correlation and the slope of the combined data (on both leaves) be within a ratio of 0.7 to 1.4. If both criteria hold, we forbid any further sub-splits on the correlated side.

Given the inferred regulation programs, we determine the module whose associated regulation program best predicts each gene’s behavior. Specifically, we iterate over all genes, one at a time, and move each gene into the module that provides the highest improvement in the score. This step is guaranteed to improve the score, or leave it the same (if the gene is not moved). We repeat this reassignment process for all genes three times, at every iteration.

Similarly to the Single Modulator step we boost robustness using non-parametric bootstrap. The iterative learning algorithm is run 100 times. We then filter the set of candidate driver genes, leaving only genes that appeared in at least one regulation program in at least 40% of the runs. 64 modulators pass this threshold and continue to the next step. We then make one final run of the Network Learning algorithm, using this filtered set of candidate driver genes.

Results

This resulted in the identification of 64 modulators that explain the behavior of 7869 genes. We compared the models at the beginning versus at the end of the Network Learning step and found the end model superior by a number of measures:

1. The final model can explain the behavior of 7869 genes, relative to only 4018 at the end of Single Modulator (starting model).
2. The test log-likelihood is significantly higher for the final model, relative to the initial model, in a leave-one-out cross validation (see Figure S8D and robustness section below).
3. TBC1D16 is a good example of the need for the more aggressive search performed by network learning. It was the second-highest scoring modulator at the end of network learning and empirically validated. Due to its more limited search, Single Modulator did not select TBC1D16 at all.

Model Refinement

The candidate drivers used for the regulation programs include only genes residing in CNA regions, which are expected to explain only part of the global changes in gene expression. Observed changes in gene expression can also result from additional factors, such as somatic mutations that are not included in our data. While the algorithm attempts to assign all genes to modules, some genes expression is not influenced by any CNA based driver. Therefore, it is important to remove genes that can’t be explained by any regulation program, or more formally, no program significantly improves the gene’s likelihood. For each gene, we calculate the difference between the likelihood of its data using its assigned regulation program and the likelihood of its data without any regulation program. For each module, we calculate the distribution of these delta likelihoods; those genes for which the delta likelihood is two standard deviations or more below the mean are removed from the module. These genes can’t be explained by any regulation program and will not be members of any module. A final iteration of learning the regulation program is executed after these genes are removed.

Score Function

We use a Bayesian scoring approach that maximizes the overall joint probability of both the data and of the model structure. Let D represent the data and S represent the structure of the network, then the scoring function is expressed as logP(D,S) = logP(D|S) + logP(S). Where the first term is the likelihood of the data for a given model (in the Bayesian approach we integrate over all possible model parameters) and the second term is the prior on the structure for which we use a penalty score on model complexity.

Following the Module Networks approach (Segal et al., 2003) we use Normal Gamma distribution for our likelihood function, see Segal et al. (Segal et al., 2005) for full details. Normal Gamma gives a higher score to data with lower variance and hence finds splits that create two different contexts that represent two distinct behaviors (normal distributions). The Normal Gamma score is described below:
NormalGamma(Leaf, λ, α):

\[ N = \text{Size}(\text{Leaf}) \]

\[ \beta = \max \left(1, \frac{\lambda (\alpha - 2)}{\lambda + 1}\right) \]

\[ \beta^+ = \beta + \frac{\text{Var}(\text{Leaf}) N}{2} + N^2 \left(\frac{\text{Leaf}^2}{2(N + \lambda)}\right) \]

\[ \alpha^+ = \alpha + \frac{N}{2} \]

\[ \text{Score} = -N \ln \left(\sqrt{2\pi} \left(\frac{\alpha^+}{2}\right) \right) + \ln \left(\frac{\gamma^+}{2}\right) + \ln(\Gamma(\alpha^+)) - \ln(\Gamma(\alpha)) + \alpha^+ \ln(\beta^+) - \alpha \ln(\beta) \]

Leaf is a vector of gene expression values contained in the leaf and \( \alpha, \lambda \) and \( \beta \) are parameters. A split is scored by comparing the score of the split data to the score without the split, along with a penalty for the split.

Our penalty function is comprised of two parts. Following Module Networks (Segal et al., 2003), we use a complexity prior that penalized the number of leaves in each regulation program, using the exponential distribution over total number of leaves. Denoting the regulation program as \( T \) and \( L \) as number of leaves, \( \log P(T) = -\beta L \). Following genetic Module Networks (Geronemo (Lee et al., 2006)), in addition to a penalty specific to each regulation program, we have a network wide penalty function that penalizes the total number of modulators. The prior takes the form of a power-law distribution on the number of modulators. This prior encourages the algorithm to select a sparse number of modulators, which is particularly important in this application, whose main purpose is to identify a small set of potential drivers. Full details are available in (Lee et al., 2006).

The scoring function has 5 parameters, \( \alpha \) and \( \lambda \) for the Normal Gamma distribution and \( \beta, x \) and \( y \) for the complexity prior. These were selected using 10-fold cross validation and the parameters used were \( \alpha = 2, \lambda = 1, \beta = 20, x = 15 \) and \( y = 0 \).

Parameter Selection and Robustness
Selection of Candidate Drivers
Selection of candidate drivers requires determining a q-value threshold for GISTIC, the higher the threshold, the more candidate regions and genes will be selected. 0.25 is typically used as a threshold for determining the final list of significant regions (Beroukhim et al., 2009; Beroukhim et al., 2007; Lin et al., 2008b; Walter et al., 2009). Within CONEXIC, GISTIC is used to only generate a pool of candidate genes for further selection, so we used the more permissive threshold of 0.3. It is likely that there are additional drivers even beyond a threshold of 0.3, but too many candidate modulators burden CONEXIC both computationally and statistically. Therefore, we selected a threshold of 0.3 and correctly identified CCNB2 and RAB27A as drivers in region below the 0.25 threshold, demonstrating increased sensitivity.

Single Modulator Step
The Single Modulator requires a confidence threshold for non-parametric bootstrap. We selected 90, meaning that we only selected modulators chosen in more than 90% of the bootstrap runs. Before removing modules containing fewer than 20 genes the median single modulator run included 295 modulators. After removing small modules, a median of 202 modulators still remained. Following bootstrap with a threshold of 90% only 78 remained.

Why did we choose 90? In a histogram representing the number of modulators at each confidence threshold (Figure S8A) we observe that below 90 the distribution of modulators at each confidence level flattens and becomes uniform. It is important to note that this threshold does not define a filter, but rather only a starting point for Network Learning, which reconsiders all 428 candidate drivers. Indeed, 10 modulators that are not selected at this stage are included in the final model, including TBC1D16 and ZPF106.

CONEXIC achieves similar results across a broad range of thresholds and the final results bear significant similarity, even in a comparison between using 80 versus 95 as a threshold. Using 80 as a threshold results in 60 modulators and using 95 as a threshold
results in 57 modulators, the overlap between them is 45 modulators. The final model using 80 as a threshold is much closer to our final model, with complete overlap in all the modulators discussed in this manuscript.

**Network Learning Step**

While the model resulting from Network Learning is higher scoring than the model resulting from Single Modulator, the former has more parameters and hence over-fitting is a concern. To evaluate whether the learned models can be generalized to unseen data, we compared the models derived from Single Modulator versus Network Learning using leave-one-out cross validation. For each sample (tumor), the two models were learned using the 61 other samples. We calculated the test log-likelihood of the held out ‘test’ sample for each of the models. In essence, we are testing how well the model “predicts” a new sample. The likelihood of the held out sample was consistently better in the Network Learning model, for almost all of the 62 samples (Figure SBD).

Network learning reconsidered all candidate drivers, so bootstrap is needed for this step, for the same reason it is needed in Single Modulator. Here, a clear threshold cannot readily be determined from a histogram representing the number of modulators at each confidence threshold (Figure SBD). Instead, we used a similar histogram generated from the same data, only randomly permuted to determine a confidence threshold that is beyond spurious associations. Observing the histogram in Figure SBC we see there are no spurious associations above 35, so we selected 40 as our threshold.

A concern in this domain is its dense correlation structure; candidate drivers residing in the same region are all correlated to the region’s copy number and among themselves. Bootstrapping has a pivotal role in dealing with the spurious correlations that can arise: if a candidate driver corresponds to a module only through its correlation to its own copy number, other candidates in the region are equally likely to be selected and will not hold pass bootstrapping. Only when the candidate driver provides a substantially better score than its neighboring candidates in the region does the association hold. A threshold of 40 is more than enough to serve this role, as most regions have at least 5 genes, typically dozens.

This threshold largely determines the final output and changes in it directly add or remove modulators from the final model. The result is a relatively short, ranked list of putative drivers, however discretion must still be applied. The ranking is informative; the top 10 are more reliable than those ranked 50 to 60. Additional filters can be applied to evaluate this list, such as whether it replicates in other datasets or whether it associates with a module annotated for cancer related processes. Our goal was generating a list of modulators that have a signal above spurious noise using a less stringent threshold, leaving the final evaluation to the informed user.

**LitVAn**

LitVAn (Literature Vector Analysis) is an automatic literature-based analysis tool for inference of gene module functionality. The basic principle is similar to other gene set enrichment methods, identifying over-represented terms associated with a subset of genes.

We use the NCBI database, which associates each gene with manually curated papers. Our corpus contains around 70,000 full-text papers. The algorithm is based on TF-IDF score, which gives a higher score to words which are overrepresented in a subset of documents relative to the full corpus. Inverse Document Frequency (IDF), gives each “term” (a word) a score based on the portion of documents it appears in, with high scores for low coverage. Term Frequency (TF), is calculated for a subset of documents rather than the entire set, and is a direct count for the number of times the term appears in the subset. For each set of genes (a module), we count the term frequency in papers associated with these genes and compare this count to the null distribution, using a TF-IDF score (Salton and Buckley, 1988).

The TF-IDF score takes the “bag of words” approach, ignoring the order of which the words appear and their location in the text (headers, legends, etc.). The documents are first processed by a semantic stemming algorithm (Van Rijsbergen et al., 1980), which converts words to their most basic form in order to treat different forms of the same word equally. The IDF score is calculated once for the entire compendium and stored, and the TF score is calculated for each module separately, using all the papers linked to genes in the module. To avoid biasing the module score with terms related to only one gene that has many papers associated with it, we use a “Leave-One-Out” score. With this approach, for each term we identify the gene that contributes the most to it, and remove its contribution from the TF score of that term. Although TF is generally defined as a linear score, our tests show clear advantage of using a log2 scale.

To evaluate the significance of the TF-IDF score, we generate an expected score based on random modules. Sets of genes in different sizes, varying from 5 to several hundred genes, were randomly selected and their best LitVAn result was used to determine the expected score (calculated using a linear regression between the top TF-IDF score and the number of papers associated with the random module). Based on the randomized scores, the 95% confidence intervals of the linear regression were used to determine the threshold of significance for a given number of papers.

The output of LitVAn is a ranked list of terms with an indication of their significance level, as well as a map linking the genes, significant terms and papers that contribute to the score. An online version of LitVAn is available at http://litvan.bio.columbia.edu.

**Comparison to Other Methods**

**Comparison to Module Networks**

CONEXIC uses an algorithm similar to Module Networks (Segal et al., 2003) as its key statistical engine. Module Networks is based on two principles: (i) influences and interactions between proteins often generate statistical dependencies in gene expression and (ii) testing dependencies on entire modules of genes enables statistical discovery that is undetectable when considering each gene in isolation. Module Networks was designed to infer regulatory models of transcription factors and their upstream signaling proteins.
Module Networks handles the ambiguity between correlation and influence using prior knowledge: Taking a precompiled list of transcription factors and signaling proteins it assumes: ‘If a protein that has a known role in transcriptional regulation and is correlated (or anti-correlated) with the expression of genes in a module, it is likely to regulate the genes in that module.’ Module Networks was applied to a yeast dataset with 173 samples, to build a regulatory model over 2355 genes (Segal et al., 2003).

CONEXIC has a fundamentally different goal: the identification of drivers of cancer. In this application, the primary role of the module is to provide support for a gene as a driver, the ‘network interpretation’ is secondary. We apply CONEXIC to a human cancer dataset with 62 samples, to build a model over 7869 genes involving influences that go beyond direct transcriptional cascades. CONEXIC is based on a different set of assumptions. It assumes that perturbations originate in the DNA and this provides the direction of influence (Figure 3A). The set of candidate modulators includes all genes contained within frequently amplified and deleted regions of any functional class and thus extends beyond transcriptional regulation. It aims to capture modulation of expression in response to altered cell physiology (Figure 3B). Aberrations in the DNA lead to perturbations which provide a rich source of variation that can be used to help uncover molecular influences in the cell. Numerous adaptations were made to the Module Networks algorithm to make it more suitable for this application.

We provided the Module Networks algorithm, as originally implemented (Segal et al., 2003) with the same candidate driver set (GISTIC output) used by CONEXIC. The resulting model includes 347 modulators, which are a large fraction of the 428 candidates that pass expression filtering and is of limited use as a selective method for identifying drivers. Additionally, only one of the empirically confirmed MITF targets (as defined by Hoek (Hoek et al., 2008) was associated with MITF, in contrast to the 45 identified by CONEXIC. The Single Modulator step was used to derive modules for initialization of Module Networks, as opposed to clustering initialization. Starting from the Single Modulator (with bootstrap) defined modules, the final output included 109 modulators, and MITF was associated with 46 of its experimentally derived targets (both numbers are median values across 100 runs). We conclude that the Single Modulator initialization method is critical for CONEXIC’s success in associating a modulator to genes it influences. It focuses the learning on changes in expression altered by CNA, as opposed to those altered via other mechanisms (e.g., coding mutations in the ERK pathway).

The output from running Module Networks with bootstrap, using a candidate set defined by GISTIC and initialized using Single Modulator, yields results similar to those of CONEXIC. Each of the additional refinements: permutation testing, outlier removal, removal of linear splits and gene removal provide smaller improvements to the final results. For example, the removal of linear splits only removes 21 out of 489 splits in the model. Nevertheless, each of these steps improves the model, as assessed by leave-one-out likelihood tests.

Integration of CNA with Gene Expression

Methods based on copy number information alone, e.g., GISTIC (Beroukhim et al., 2009; Beroukhim et al., 2007; Lin et al., 2008b; Walter et al., 2009) are typically limited to detecting large regions containing multiple genes, such that the driver cannot be readily identified among them. Applied to this melanoma dataset, GISTIC (with q-value of 0.25) finds multiple regions containing 588 genes (Lin et al., 2008b), the drivers and passengers indistinguishable. While GISTIC is a valuable method to filter a genome of ~23,000 genes and derive a set of hundreds of candidate drivers, additional data types are required to narrow this list down further.

A number of different approaches integrate CNA and gene expression by identifying genes with significant correlations between DNA copy number and gene expression. Lin et al. (Lin et al., 2008b) applied the approach to this data and predicted KLF6 and CUL2 as putative drivers. Recently (Huh et al., 2010), KLF6 was validated as a driver in melanoma. MITF CNA is poorly correlated with its gene expression and hence not identified with this approach.

SLAMS (Adler et al., 2006) bears some conceptual similarity to CONEXIC, but there are critical differences. SLAMS requires an initial signature that is used to divide the samples into classes and runs SAM (Tusher et al., 2001) to find the copy number that best separates the classes. The algorithm then finds a gene (or multiple genes) in the selected region, where the expression of the gene is a good predictor of the expression signature. In contrast to SLAMS, CONEXIC does not require a pre-defined expression signature, but identifies one or more signatures de novo. To test SLAMS on the melanoma dataset, we used the MITF targets identified by Hoek (Hoek et al., 2008) as a signature. SLAMS identified the copy number of 1444 genes as significant, ranking MITF as 75th. In contrast, CONEXIC correctly identified MITF as the top ranked gene, associated MITF with its targets de-novo and predicted many additional drivers.

Witten et al. (Witten et al., 2009) described a method based on applying penalized canonical correlation analysis (CCA) to the cross product matrix of gene expression and CNA data, identifying the regions and correlated genes in a single step. We applied the method to the melanoma dataset using the same steps and parameters as those used in the original paper. This method identified 7980 genes as significant, including almost all the genes influenced by CNA, but did not distinguish the drivers among them.

Methods that Integrate CNAs with Other Data Types

In addition to expression, other data types have been used with CNA to help identify drivers. GRAIL (Raychaudhuri et al., 2009) prioritizes genes within GISTIC regions based on prior knowledge and known gene annotation. GRAIL identified MCL1 (using 3000 samples across multiple cancers), but failed to find MITF or KLF6 (Beroukhim et al., 2010).

Another approach, NetBox (Cerami et al., 2010), uses a curated human protein-protein interaction database as an additional source of information. It constructs protein-protein interaction networks from genes within recurrently aberrant regions and defines drivers as hubs in these networks. Applied to the Lin melanoma dataset NetBox did not find any significant networks (lowest p-value 0.15). Even considering networks of low significance, NetBox did not identify MITF, KLF6 or any other known melanoma oncogene/
tumor suppressor. Both GRAIL and NetBox are strongly based on prior knowledge and annotations. While they present a powerful approach for identifying oncogenes in new contexts (e.g., MCL1 which has not yet been verified in melanoma), they only predict drivers among well annotated genes. The advantage of assaying copy number, gene expression, sequencing and other technologies genome-wide is that the data are comprehensive and unbiased. To fully exploit this data we need methods that go beyond the realm of the well annotated.
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Figure S1. Overview of the CONEXIC Learning Algorithm, Related to Figure 1

(1) Selection of candidate driver genes (modulators). The same chromosome is represented in different tumors and orange represents amplified regions. The box shows a region amplified in multiple tumors, considered significantly amplified. Multiple genes reside in this region, represented as shaded boxes along two strands of DNA. Only the purple box represents a driver gene, whereas the gray boxes represent passenger genes and these are indistinguishable based on copy number alone. All genes located in significantly amplified or deleted regions are selected as candidate driver genes. (2) Single Modulator step. Modules of genes are each associated with the best possible candidate driver, based on gene expression of the gene and the candidate driver. The heat-map represents a good association where both copy number of the modulator influences the expression of the modulator and the expression of the modulator corresponds to the expression of the genes in the module. Random re-sampling with replacement is used to generate perturbations on the initial dataset and this step is repeated across datasets (bootstrapping). The histogram represents the number of runs (datasets) in which each selected modulator appears, the final run is performed with candidate drivers chosen for 90% of the runs (dotted red box). (3) Network Learning step. Using the set of Single Modulator of modules as a starting point, the algorithm refines the selected modulators and modules, now allowing for more than one modulator associated with each module. Bootstrapping is used similarly to the Single Modulator step, with the distinction being that modulators must be selected in 40% of the runs.
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PTS
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Regulator | NormalGamma | P-value |
--- | --- | --- |
11q23.1 Deletion | -5,951.6 | 0.2888 |
PTS | -5,769.4 | 0.0013 |
DIXDC1 | -5,307.4 | 0 |
Figure S2. Pinpointing DIXDC1, Related to Figure 3
The figure demonstrates the dense correlation structure of the data and clarifies why we associate each gene only with a single module.

(A) A DIXDC1 associated module, DIXDC1 expression correlates with expression of the genes in the associated module.

(B) The rows represent the same genes, in the same order as in A, but here the tumor samples are split according to copy number (deletion) of the region containing DIXDC1. The split still partitions the samples into two distinctly behaving groups, but not as well as DIXDC1 expression.

(C) Data for deleted region on chromosome 11, representing expression for 10/17 genes that passed initial expression filtering. Samples are ordered according to deletion status of the region and genes are correlated with the region.

(D) The rows represent the same genes, in the same order as in A, but here the tumor samples are split according to the expression of PTS. The split in PTS expression is an improvement on the split defined by deletion status and looks compelling on its own. The split becomes inferior only in comparison to DIXDC1 (panel A).

(E) The scores and p-values of each of the splits in panels A, B and D. Both the splits for DIXDC1 and PTS are better scoring than the split on DNA alone and both are significant under permutation testing. If genes were allowed more than one modulator, most genes in the module would associate with DIXDC1, PTS and other genes in the chromosome 11 region. Selecting only one gene identifies DIXDC1, the highest scoring split and a gene known to be involved in WNT signaling, cell cycle and cancer (Jing et al., 2008; Wang et al., 2009).
Figure S3. The Network Structure Is Verified in Other Data Sets, Related to Figure 2
(A) A module describes the expression of a set of genes, based on the conditional probability distribution (“regulation program”), represented as a regression tree (Segal et al., 2003). The expression profiles of all genes in the module are depicted, where the rows are genes, and the columns are tumors. Queries proceed from the root downwards, if the modulators expression is above the threshold, the queries proceed to the right and otherwise to the left of the split (dotted orange line). On the right side are groups of samples that follow the same branches down the tree, tumors that express modulators X and Y at a high level. Each leaf of the tree represents a Normal distribution.

(B) Evaluation of a network structure: CONEXIC learns all modules and their regulation programs based on data from Lin et al. (Lin et al., 2008b). The modulators,
their regulation programs and associated modules are kept constant. Two additional melanoma datasets were used to test how well the regulation program predicts the expression of the genes in the module for each tumor.

(C) A histogram of p-values (based on permutations) representing how well each modulator predicts gene expression in the test data for each pair of modulator and module selected by CONEXIC. The p-value for more than 50 modulators is close to zero. P-values are shown from the Johansson dataset, unless the modulator was missing in this dataset, and then the p-value from the Hoek dataset is shown.

(D) A module inferred from the Lin data and applied to the Johansson data, the module as it appears with the Lin data is presented in Figure 5A. The gene expression of the genes in the module matches that of the modulators.

(E) LitVAn was used to analyze literature trends in the 30 selected modulators appearing in Figure 2, the top four most significant terms: ‘MAPK’, ‘PI3K’, ‘cyclin’ and ‘RAB’. The figure represents the graphic output of LitVAn, where significant terms (red circles) are associated (graph edge) with multiple genes in the query (yellow dots). An edge with a green dot represents a publication that significantly associates between the gene and the term in itself (typically through repeated use of the term throughout the paper) and the interactive version includes a link to the PubMed abstract. Only the top 5 most significant papers for each term-gene combination are represented (if any).
Figure S4. MITF-Associated Modules, Related to Figure 4

(A) MITF upregulated module. This presents the full module summarized in the upper part of Figure 4D. This module contains genes that were associated with MITF and correlate with its expression. The genes are listed with gene symbol and Entrez Gene ID and they are enriched for Vesicular Trafficking and Melanogenesis.

(B) MITF downregulated Module. This presents the full module summarized in the lower part of Figure 4D. This module contains genes that were associated with MITF and anti-correlate with its expression. The genes are listed with gene symbol and Entrez Gene ID and they are enriched for NFkB/TNF and Invasion/Migration.
**Figure S5. TBC1D16 mRNA Knockdown and Growth Effects, Related to Figure 5**

(A) RT-PCR levels of TBC1D16 mRNA after shRNA knockdown for each of the 4 STCs tested. The reduction in the amount of the TBC1D16 transcript was similar in all of the STCs, where each bar represents data from 3 biological replicates (see Table S4B).

(B) Representative growth curves for each of the 4 STCs tested with TBC1D16 knockdown with the hairpin sh1490, each curve represents 3 technical replicates.

(C) Growth inhibition at 8 days is directly proportional to the amount of the TBC1D16 transcript and is independent of TBC1D16 copy number. Data averaged on 3 biological replicates X 3 technical replicates for each STC.
Figure S6. RAB27A mRNA Knockdown and Growth Effects, Related to Figure 6

(A) RT-PCR levels of RAB27A mRNA after shRNA knockdown for each of the 4 STCs tested. The reduction in the amount of the RAB27A transcript was similar in all of the STCs, where each bar represents data from 3 biological replicates (see Table S5).

(B) Representative growth curves for each of the 4 STCs tested with RAB27A knockdown with sh477, each curve represents 3 technical replicates.

(C) Growth inhibition at 6 days is dependent on the amount of the RAB27A transcript and is independent of RAB27A copy number. Data averaged over all replicates for each STC (methods).
Figure S7. Microarray Results after Knockdown of RAB27A or TBC1D16, Related to Figure 7

(A) Data generated following knockdown (KD) of RAB27A is presented for module 31 (RAB27A associated). Heat-map represents Z-scores.

(B) Data generated following knockdown (KD) of RAB27A is presented for module 75 (RAB27A associated).

(C) Data generated following knockdown (KD) of TBC1D16 is presented for module 25 (TBC1D16 associated).

(D) Data generated following knockdown (KD) of TBC1D16 is presented for module 75 (TBC1D16 associated).

(E) Data generated following knockdown (KD) of TBC1D16 is presented for module 147 (TBC1D16 associated). Z-score data for all 5 modules demonstrates that the genes in each module are responding to perturbation in the predicted modulator. GSEA p-values were calculated using the median of 4 test samples and appear below each module.
Figure S8. Robustness Analysis, Related to Experimental Procedures
(A) Histogram representing confidence values for bootstrap of Single Modulator.
(B) Histogram representing confidence values for bootstrap of Network Learning.
(C) Histogram representing confidence values for bootstrap of Network Learning, where the data has been randomly permuted. These values represent spurious modulators and none passed a confidence threshold of 35.
(D) Test likelihood for each sample in leave-one-out cross-validation. Each column is matched for the same sample, where green and blue stars represent test likelihood for single modulator and test likelihood for final CONEXIC model, respectively. The full model significantly outperforms Single Modulator on test data.